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etroleum contamination is ubiquitous in today's energy.
conscious world, and fluorescence spectroscopy should
be a great technique to c
nated sites to possible sources based on the investigation
of hazardous polyeyelic aromatic hydrocarbons (PAHS).
Found in most hydrocarbon mixtures, PAFT's persist in
the environment, luoresce with high efficiency, and pos-
sess unique spectroscopic 3-dimensional fingerprints as
individual compounds
But fluorescence is a complex process. If several differ-
enc PAFTS are placed together in solution, quenching and
energy transfe effects quickly complicate the picture. In
addiion, solutions of petroleum extracts exhibit marked
ifferences in fluorophore envission maximum with
changes in concentration. (Mulins and Downare, Applicd
Spectroscopy, 1995) In order to obtain reproducible
resules and avoid concentration effects, previous workers
only used highly-diluted perroleum samples to fingerprint
spils In the process, they ignored added information
available from PAHTS ur
conditions. (Sigle, I.A., Analytical Chemiscry, 1985)
In an atrempt o idenify the
sources of a diesel contamination

Using 3-Dimensional Fluorescence Spectra  in'a freshly-evacunted sewer
and Artificial Neural Networks to Match  each locstedadiacent to an

active rail yard in the northiwest

Petroleum Contaminated Ground Watter  Uniced sites, our laboratory

: ; lose 1o collotspeeta from
With Possible Sources  temene cxsac of monitoring
wel samples, plus 7 sequentisl
dilucons (15, 110, 1:15, 150,

180, 1:200, 1:500). Figure 1 depice th cight >-dimen-

sional contour diagiams From a singl dilued sample of

258 contaminant ereosot, similar in behavor t those

produced by the diesl contamination in his study. This

lutates what has been called th “Red Shif Cascade”

ofthe encrgy from smalls PAFTs to larger PAHT's of 3:D

racterize and match contami-

ler more concentrated solution
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emission ware- Emisson Ena
length, fluores-
and dilution—
matching con
tamination at
sites to possible
seem an unvork:
able siwuation. To
perform the par-
temn recognition, . e
our laboratory Figure 1. 3 Dimensional flvorescence specira or @ soluion of aged Creosole
chose t0 concen- & | dracked in Benzene and 7 seril diltions,

rate allcight

spectra from a single sample into a sizable 30,560 point file
and employ California Scientific Software’s Brainmaker
Professional Version 3.54 neural network package.
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Sie Doscripion
Figure 2 depices a generalized map o the area under
study. The sewer trench is located toward the upper right

portions of the map beginning at the [abel INT-1 and
continues upward toward Well 33. Two offsite wels not
in the trench are abeled Wells 32 and 37. Three possible
sources of the diesel contamination present in these well
are i a railyad toward the bottom of the map: an
Active Fucler Area (Figure 3), a Diescl Recovery Area
(Figure 4) and finaly an open Lagoon Area (Fgure 5). e
Seven samples were obtaincd from each possible source  Figure 2 Schamatic map ofthe riyard sie

for waining the network, along with samples used for

tesdng the neawork's valdiey before applying it to match
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Fluorescence intensities
were measured on a
Farrand Opical
Corporation Model 801
Spectrofluorometer. Data
were digitized with a
Keithly Metral
DASSPGA analog-to-digi-
tal converter (ADC)
installed on an PC. The
input range on the ADC.
board was set

from 0-100 mV
to match the
spectrofluorom-
eter ourput. To
capture daa
coming from the
spectrofiuorom-
eter through the
ADC, a BASIC
program was
created by edic-
ing a program

Figure 5 The lagoon area

modle
MODESBAS .
supplied with  Figuo 4 The dioe ecovery rea
the Keibly
Metrabyte mize photolysis of
DASSPGA ADC board the sample.

The ADC had o be baxdwired 001 ' Sulseqicas scans
ate of 100 nm per minute, The s et {ained unique spectal sgmatoes of
ADC sampling rate was set 0.5 A DOSI Do e the samples were retained. A BASIC
polats per second by placing jump  concatenated cach sec of 21 cone program was developed to extract
s in the external terminal Stip. densed seans into  sngle ASCII aaly those poincs 20 nm or more
bon, This sampling rae, when cou-  dre o, This gore s s of 8421 below the dingonal scatte line (a
pled 0 the monochromators scan  points to cach surfce, The surface (00l of 3820 poincs). Finall,all
race,transhates 0 1203 data points.  fles were subsequently processed in  €ight o the diagonalized surface
Ulimately, data were sgnal aver. .t waperrone fo ushioal yual- fles were concatenated into a single,
aged to collipse each scan ©9 401 iavion ofthe measusements, he lacge fle containing 30,560 poines.
points, one poin¢ per nm scanned. other to prepare data for input into

i G e e s Y
alwayscollcted asa st of 21 emis-  Suefce files were downsised 10
Son Seans, each scan being caprured remeove sl poines where faopesconce _ The ultimate objectve ofchis
2 sored a6 2 separate datn Hle. o ner be robibred, (where emier sfudy was development of a tool
excitarion encry (600 nm) 0 mini- o enerey). nd thes ony those _ could be linked to potential sources
Py St Cmptn et e
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“To this end, we adaped a backprop- each connect-
agation arifcial neural necviork ed 020 hid-
capable of classifying diesel samples den neurons,
according to their collective fluores-  and each hid-
cence character These luorescence den nearon
data possess four dimensions from  was connected
which to seek similarities—excita- 0.3 output
tion, emission, intensity, and sample  neurons
diluion. The artifi
To familiarize the reader with the cial neuron is
basic structure and operation of 3 the basic pro-
backpropagation artifcial neural cessing cle-
network, we provide a general back- et of the
ground of the subject. Arcifical neu-  neural et
ral netwvorks arc based on the neural  work, Figure.
structure of the brain. Both have 7. A neuron
highly interconnected switching sys-  aceepts input
tems. While many diffcent types of from one or
neural necworks have been devel- more sources.
oped, a backpropagation design was  Imposed on
chosen because of ts demonstrated  the nput s &
effectiveness at clasifying chemical  weighting fac-
data sets. Oue aim was to establish  tor, Wi, that
categoris based on source areas determines its
against which the neowork could celative impor-
classify contaminant diesel samples.  tance com-
Different groups of arcifical neucons  pared to other
have diffrent functions, jusc as ina inpuss. All
biological system. The standard inputs are
backpropagation network has three  summed and
types as shown in Figare 6. Inpuc subjected to a transfer function. The  for each spectrum. The network
neurons send the inital data to lay-  transfer function determines the assigns one input neuron to each
ess of processing (hidden) neurons.  value that is output to the next layer. data point. Collectively these neu-
Output neurons accept input from I some cases his will be zer0 (i, rons are labeled the input layer in
the hidden layer and provide the o impulse). In other cases it will be  Figure 6. It is important (o under-
network's eport to the user s alista posicive or negative quantiy. stand thar, as the firs pattern is
of probabilities (tanley; ] applid to the nerwork, all of the
Introduction to Neural Networks,  The BrainMaker Neurl Network neurons in the input layer are work-
1989). The discussion of ardificial  Soffware. ing at the same ime. This sorc of
neural networks that follows incor-  The neural network soffware used  parallel processing is an essential
porates four-dimensional fluores- for this study was BrainMaker pare of these types of systems.
cence spectra from on ste samples  Professional 3.54 (California Line 2in the header asks the net-
as the data on which the necwork  Scientific Software, Sierra Madre,  work to construct 20 hidden neu-
will operate CA). Operation of the software s rons. Larger numbers of hidden neu-
Figure 6 depicts a network with 4 most easily explained by examining  rons tend to “memorize” disinct
neurons in each layer Each onc of  the inital input it requircs. Figare §  patterns; smaller numbers of hidden
the 4 input neurons conneets to each is a sample of the *header” that pre-  neurons fend to over generalize. 1
of the 4 hidden neurons, and each cedes the actual data. It establishes Hidden laycr neurons operate ¢
of the 4 hidden neurons conncets tothe format in which the data will be  mathematially on the input values
cach of the 4 output neurons. In the  found and sets netvvork parameters.  they receive. Before the training of a
nework developed for this study, Line 1 of the header tells the net-  nework start, he wieights on the
there were 30,560 input neurons work to look for 30,560 data points  input conneetions are randomized (o
Py e g i g
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12 facts

 followed by 3 more numbers that i
~ Thissequence isrepeated for each
Figire 8: A sampl netvork header

small whole numbers. As the hidden
neuron accepts weighted inputs
from every input layer neuron, it
sums thern.

“The resulf of this summation is
then sent to a transfer function. At
the conclusion of a hidden neuron's
operating cycle:

1) Input has been accepted from
each of the 30,560 input layer
neurons, cach bearing its own
unique weighting factor;

2) All 30,560 values have been
summed; and

3) The sum has been operated on
by the transfer function.

The nerwork now holds 20 val-
ues—one for each hidden layer neu-
ron (Wasserman, PD., Neural
Computing Theory and Practice,
1991). The set of 20 values now
becomes the input for the next layer
in the network. Line 3 in the header
(Figure 8), cels the necwork to build
3 output neurons, one for each pos-
sible source arca.

Each one of the thre ourpu lay
neurons operates in the same way as
the hidden layer neurons. The only
ifference is that heir output docs
ot go to another layer. Each outpur
neuron sums up inputs from every

result

13 (Startof alist of 30,560 data points representing a spectrum,

dentiy the soutc of the sample.
diselsample)

hidden layer neuron and than -
forms a wansfer function on the
summed resule. Two possibe disposi-
tions cxis for output layer outputs.
First, when i the taining mod, the
outputs ace scored for accuracy.
Sccond, when running a trained nit-
work, the outpurs are displayed as &
probabilty table for the et

Header ines 4 through 6 ae for-
mat statements to control the sereen
outpu. Lines 7 through 12 are char-
acter srings o labelthe output
Line 13 denores the start of the
body of data to be analyzed.

Once a nerwork'sseructure ha
been defined by an input il header,
the network is eady to be trained.
The objective in training the net-
work i to get it o correctly identfy
the source of every spectrum sup-
plcd to it The correct dentity of
the samples source s encoded in a
sequence of three numbers.In the
terminology used by neural network
specialists, the 30,560-point version
of a sample’s spectrum is called the
“inpu patcens” the 3 number
sequence holding the samplc’s
Source identity s called the “targer
output pattern.”

In taining under the backpropa-

D

gation strategy, cach fact i present
ed t0 the nerwork along with its tar-
et output pattern. For each fact,
the nerwork uses is current neuron.
weighting factors and the transfer
function to generate a “calculated
output pattern.” This step is called
the forward pass. The “calculated
output

sampl

auern” is compared to the
et output patern.”

When the difference between the

0 output patterns exceeds 2 speci-

fied training tolerance, the difference
s used o readjust the weighting fac-
tors of the neural connections. This
seep is called the reverse pass.

First, the weighting factors berwveen
the hidden layer and ouput layer are
“fixed.” The error for each of the out
put layer neurons is computed, and
cach weighting factor berween the.
hidden laer and a specific output
neuron is corrected to masch the.
desired target. The taining process
stops (converges) when the difference
between the ourpuc and the targeris
within the selcted tolerance for every
factin the training base.

Once a trained necvwork has b
established, it s ready to accept
sample files for classfication.
Operationally, the sample is loaded
into the input layer and a single for-
ward pass through the network is
executed. Outputs are displayed as
results from the necwork to the
unknown sample

Tuwo kinds of samples are submit-
ted to trained nerwork:
tion (tese) samples and field
(unknown) samples. Trained and
tested networks vere used to classify
the unknown contaminant diesel
samples. The “calculated outpu pat-
ferns”™ from the single forward pass
were displayed on the screen. The
value at each output neuron was the
degree to which the sample’s input
partern mapped to that response
Only response values in excess of
0.600 are considered positive
(Stanley; J. Incroduction to Neural

—verifica




[image: image7.png]Necworks, 1989). Once the network
passed all the validity tests for identi-
fying withheld knowns, it was asked
o clasify the contaminan diescl
collected from the sewer trench.

Network Classificafion of
Confaminant Diesel

To review, a situarion existed in
which a city sewer trench just off
site from a railyard was conaminat
ed with diesel fuel. Three source.
areas were of major interest because
of their proximity to the trench: an
open lagoon area, and accive fueling
scarion area, and an adjacent recov-
exy asea, The ultimare application of
the trained neural nerwork was clas-
sification of contaminan diesel col-
lected downgradient of the suspect
sources and in the trench tsclf.

Six dovngradient diesel samples
of unknown origin were submitced
o classification by the nerwork.
Their locations are indicated in
Figure 2. One sample location was.
downgradient from the lagoon (Well
37). Twwo were downgradient from
Diesel Recovery Area (wells Well 45
and Well 36). One sample was gath-
ered well down the sewer trench
itself (Well 33). Finally, a sample
was drawn from the feature labeled
“INT-1” on Figure 2

Resuls for Well 37 drew a posi-
ive output response (0.9681) from
the trained nework for a Lagoon
Area origin, and below a value of
00100 for the other two possible
sources. This was consistent with
sippling on the Figure 2 map for
the underground plume suspected by
the hydrological engincers who
drew the map.

Samples gathered downgradient
from the Diesel Recovery Area at
Well 45 and Well 36 were essenially
indistinguishable from known sam-
ples collected within the Dicsel
Recovery Area itself. Both drew
cesponse ourpuc values of 0.9998
and 0.9927 respectively, and below

01

0.0100 for the Lagoon Area and the.
Active Fueler Area. Again, these
resulis are consistent with stippling
on the Figure 2 map for 4 second
underground plume suspected by the
bydrological engineers.

‘What the hydrologists were
unable to determine was which of
the o plumes was contaminating
the sewer trench. Both suggested
plumes converge on the map at the.
head of the trench. Classifiction of
the sample from Well 33, two city
blocks along the trench, gave a posi-
tive response of the Lagoon Area,
06927, and below 0.0800 for the
other o areas.

Samples gathered from the
Intercepting trench monitoring vell
{INT 1) proved problematic in clas-
sification. The ourput pattern
response for the well extract taken
from Well INT 1, gave results of
0.5782 for a Lagoon Area response,
avalue of 01311 for the Dicscl
Recovery Arca, as well as 02923
for an Active Fucler Area result
While this was close to a positive
sesult for the Lagoon Area accord-
ing to the BrainMaker manual, it
was substantially less than all posi-
tive responses on other known and
unknow samples, and thus an
inconclusive response.

An additional line of supporting
evidence for these conclusions can
be drawn from the appearance of
the contamination in these wells
Well 37 is approximately 200 fect
from the Well INT-1. Its contamina-
tion s dark, much like the diesel
contamination in the Lagoon Area
wells. Well 45 and Well 36 are
approximately 200 and 50 feet from
Well INT-1, respectively. Both show
contaminarion that is much lighter
in appearance, and they resemble
the Diesel Recovery Area wells.
When contamination was sampled
from Well INT-1, it was surprising
o find a shade of color almost
exactly midway between the diesel

D

contamination found in Well 36 and
Well 37. It was later learned, from
people who routinely sample from
Well INT-1, that the coloe of the
diesel contaminasion in chis moni
coring well changes substantially,
going from light to dark to light in
the same month,

Conclusion

While this echnique has only
been used on one clas of PAFI con-
aminants (diesel),at one sit, exten-
sion of the method to other sites
seems feasible. The authors also
envision thac a single sample might
not be limited to fluorescence finger-
printing, Mass speczal dat, gas
cheomatograph, infrared spec-
woscopy, as well as a host of other
techniques ihich easly yield digi-
tized spectra, might also be concate-
nated into a single fle and presented
o the netviork as 2 much more
enhanced fingerprint. While we sus-
pect that sheer aumbers of input
neurons might limt ou abiley to
use full, unculled, spectral data sets,
a5 lon 2 the necworks produced
continue to train and correly iden-
iy withheld fa file, he envelope
will be pushed.

Joseph I Sinski and Jay Swith are
members of the Depariment of
Chemistry a Beallpmine University
Garon C. Smithis with the
University of Montana's
Department of Chemisirs. The
authors may be contacted at
editor@sciniag.con
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